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A B S T R A C T   

Recently, thermomagnetic generator (TMG) based on the thermomagnetic effect is becoming a promising 
technology for low-grade waste heat recovery. However, poor performance still hinders the application of this 
novel technology. The performance of TMG is significantly affected by the key device parameters and material 
properties. Unfortunately, there is a lack of systematic research in this regard. In present work, for the first time, 
we systematically study the effects of different key device and material parameters on the TMG performance 
through a combination of experiment and finite element simulation. It demonstrates that the TMG performance is 
influenced largely by both device and material parameters, especially the cabin size and specific heat capacity. 
Furthermore, the key device parameters are optimized, i.e., the sample cabin size is shortened from 145 mm to 
20 mm, the system temperature range is expanded from 288 ~ 353 K to 276 ~ 361 K, and the cycle period is 
reduced from 60 s to 10 s. In comparison with the non-optimized experimental peak I of 28.8 μA, the simulated 
peak I increases largely to 136.1 μA after the optimization. In addition, more I peaks are obtained by shortening 
the cycle period. The maximum power density Pd and average Pd are 3.6 mW/m3 K and 0.4 mW/m3 K, 
respectively, which are one order of magnitude higher than the values before optimization (0.16 mW/m3 K and 
0.01 mW/m3 K), and even three orders of magnitude higher than those of other reported TMGs.   

1. Introduction 

With the rapid development of population and economy, energy 
demand is also increasing largely. The energy crisis has gradually 
become a global problem, which has prompted us to develop clean en
ergy and renewable energy. Waste heat from industries, transportation, 
residents, and commerce, as the secondary energy generated in the 
production process, accounts for 52 % of the total energy consumption 
[1]. In China, industrial energy consumption accounts for more than 70 
% of the total energy consumption, and about 10 ~ 50 % of industrial 
energy consumption is converted into industrial waste heat with 
different carriers and temperatures [2]. If waste heat can be used 
effectively, it will considerably relieve the pressure on the energy 

demand side. According to the source temperature of waste heat, waste 
heat can be generally divided into three levels: high-grade waste heat (T 
greater than 923 K), medium-grade waste heat (503 K < T < 923 K), and 
low-grade waste heat (T < 503 K) [3]. High- and medium-grade waste 
heat can be recycled through the traditional steam Rankine cycle with a 
high conversion efficiency due to its high temperature level. However, 
for low-grade waste heat that accounts for more than 60 % of the total 
waste heat, the traditional steam Rankine cycle cannot be effectively 
applied due to the low temperature [1,4]. Considering such a large 
amount of low-grade waste heat, the recovery of low-grade waste heat 
can not only alleviate the energy crisis but also bring considerable 
environmental and economic benefits. Therefore, it is necessary to 
develop new energy recovery technology to recover low-grade waste 
heat. 
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In the past few decades, various techniques have been developed to 
recycle the waste heat based on organic Rankine cycle (ORC) [5], 
thermoelectric effect [6–9], pyroelectric effect [10–12], thermoacoustic 
effect [13–15], and thermomagnetic effect [16–23]. The thermoelectric 
generators (TEGs) based on the thermoelectric effect are currently 
popular waste heat recovery technology, but their performance is 
positively correlated with temperature differences. When the waste heat 
temperature is lower than 200 ◦C, the conversion efficiency of TEGs with 
a lower temperature difference decreases to less than 5 % [24]. For 
pyroelectric technology, recent studies have shown its high power 
density (the power density reaches 526 W/cm3 under a temperature 
change of 50 K), but its practical application is limited by its high 
impedance and low output current [25]. In contrast, the thermomag
netic generators (TMGs) based on the thermomagnetic effect utilize the 
waste heat to induce the magnetic transition of materials, and then 
electricity can be obtained in the coil wound around the magnetic ma
terials due to the magnetic flux change [23]. Unlike ORC generators that 
may emit harmful organic matter, TMGs using magnetic materials are 
safer and more environmental friendly. Moreover, theoretical studies 
reveal that the conversion efficiency of TMGs up to 55 % of Carnot ef
ficiency is more efficient than other technologies such as ORC generator, 
thermoelectric generator, and thermoacoustic Stirling generator, espe
cially in the low-grade waste heat range [3,26]. Therefore, TMG is a very 
promising technology for low-grade waste heat recovery. 

According to the energy conversion method, the TMGs can be 
divided into passive TMG and active TMG [27]. Generally, the passive 
TMG converts the thermal energy first into mechanical energy, and then 
transfers mechanical energy further into electrical energy. Chen et al. 
[28] and Song et al. [29] used Gd and La0.85Sr0.15MnO3-based compos
ites respectively as working materials to design thermal energy collec
tion devices. The devices include permanent magnets, cantilever beams, 
and piezoelectric material in addition to the working materials. Under 
the variation of temperature and magnetic field, the devices generate 
self-driving vibration to convert thermal energy into mechanical energy 
and cooperate with piezoelectric material to realize the conversion of 
mechanical energy into electrical energy, thereby realizing the collec
tion of low-grade waste heat. Gueltig et al. [20] made a film of 
Ni49.5Mn28Ga22.5 and combined it with a Cu-Zn cantilever to form a 
TMG. The film oscillates periodically under the action of magnetic force 
and the elastic force of cantilever beam. During the oscillation process, 
the magnetic flux passing through the coil changes due to the magnetic 
field gradient and the change of the film magnetization, thereby 

generating an induced current of 180 μA. Kishore et al. [21] designed a 
linear thermomagnetic energy harvester using Gd as the working ma
terial. The device abandons the design of cantilever beam, and uses the 
gravity and magnetic force of block Gd to realize the periodic operation 
of the device. Recently Rodrigues et al. [30] demonstrated a hybrid 
device that combines the thermomagnetic and triboelectric effects. The 
ferromagnetic material produces periodic motion at a low-temperature 
difference of 30 ◦C through the thermomagnetic effect. This mechani
cal motion is then converted into electricity using a low-cost triboelec
tric nanogenerator (TENG). However, the current and output power 
generated by the above passive TMGs are relatively low due to the in
direct conversion of thermal energy to electrical energy. 

In contrast, the active TMG directly converts the thermal energy into 
electrical energy. Theoretically, active TMG shows higher efficiency and 
output power than those of passive TMG by avoiding the extra energy 
conversion (thermal energy to mechanical energy) [18,27]. Elliott et al. 
[31] pointed out that the theoretical efficiency limit of the active TMG 
could reach as high as 55 % of Carnot efficiency. However, due to the 
unsatisfactory material properties and device design, the experimental 
conversion efficiency of active TMGs is still much lower than the theo
retical value so far. In recent years, different active TMGs have been 
designed to improve the efficiency of low-grade waste heat recovery 
[16,22,23,31]. Waske et al. [23] proposed an active TMG with a pretzel- 
like magnetic circuit. It not only effectively avoids the magnetic stray 
field in the device, but also improves the performance of the TMG by an 
order of magnitude. In addition, Jiang et al. [32] systematically studied 
the performance of the regenerative active TMG. However, the TMG 
performance was low due to the vibration of the experimental setup, the 
resistance of the current preamplifier, the uneven distribution of the 
gadolinium sheet, the severe oxidation of the gadolinium sheet, and the 
air gap in the assembly. 

So far, poor performance of the current TMGs at low-grade temper
ature range still hinders the application of this novel technology. In 
addition to the magnetic circuit design, the performance of the TMG is 
significantly affected by the key device parameters (sample cabin size, 
system temperature range, and cycle period) and material properties 
(thermal conductivity and specific heat capacity). However, to our best 
knowledge, there is still a lack of systematic research in this regard. As 
such, there is an urgent need to investigate the effect of key parameter 
from an actual design point of view. Recently, we built an active TMG for 
low-grade waste heat recovery and studied the TMG performance of 
typical magnetocaloric effect (MCE) materials Gd and La(Fe, Si)13-based 

Nomenclature 

TMG Thermomagnetic generator 
TC Curie temperature (K) 
H Magnetic field (A/m) 
M Magnetization (Am2/kg) 
B Magnetic flux density (T) 
T Temperature (K) 
Tcold Cold end temperature (K) 
Thot Hot end temperature (K) 
ρ Density (kg/m3) 
CP Specific heat capacity (J/kg K) 
λ Thermal conductivity (W/m K) 
C0 Specific heat capacity ratio 
CPexp Experimental specific heat capacity (J/kg K) 
CPsim Input specific heat capacity in the simulation model (J/kg 

K) 
λ0 Thermal conductivity ratio 
λexp Experimental thermal conductivity (W/m K) 
λsim Input thermal conductivity in the simulation model (W/m 

K) 
MCE Magnetocaloric effect: a heating or cooling of a magnetic 

material when the applied magnetic field changes. 
μ0 Permeability of vacuum (4π × 10− 7N/m2) 
Φ Magnetic flux (Wb) 
U Induced electrodynamic potential (V) 
I Induced current (A) 
N Coil turns 
t Time (s) 
tcycle Cycle period (s) 
S cross-section area of coil (m2) 
R Resistance of coil (Ω) 
Pmax Max output power (W) 
Pavg Average output power (W) 
Pd Power density (W/m3 K) 
dT/dt Temperature change rate (K/s) 
dB/dt Magnetic flux desnity change rate (T/s) 
dB/dT Magnetic flux desnity change rate with temperature (T/K) 
dM/dT Magnetization change rate with temperature (Am2/kg K) 
ΔB Magnetic flux density change (T)  
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composite [33]. In present work, for the first time, we further system
atically study the effects of different key device and material parameters 
on the TMG performance through a combination of experiment and 
simulation. The performance of present TMG is improved significantly 
by optimizing the key device parameters including sample cabin size, 
system temperature range, and cycle period. Particularly, the improved 
instantaneous maximum power density is one order of magnitude higher 
than the experimental value before the optimization, and even three 
orders of magnitude higher than those of other reported TMGs 
[22,28,32]. 

2. Experimental methodology 

2.1. Experimental setup 

Fig. 1 show the experimental setup of the active TMG in present 
study. As shown in Fig. 1(a), The active TMG consists of the Halbach 
permanent magnetic, sample cabin, TMG material and the auxiliary 
system (hot and cold water pump, control panel, and data collection 
system). A 3D printed sample cabin is placed in the center of a hollow 
cylindrical Halbach permanent magnet which provides a radial mag
netic field of ~ 1 T (Fig. 1(b)). The magnetic field of the Halbach per
manent magnet was measured by a gaussmeter. The TMG sample is 
placed behind a fence in the sample cabin, and so the sample would not 
be flushed away by the heating/cooling fluid flowing in from the upper 
side of the sample cabin (Fig. 1(c, d)). Then, the copper coil with N =
300 turns is wound around the sample cabin (Fig. 1(e)). Such a sample 
cabin design not only realizes the direct heat transfer between the fluid 
and material, but also avoids the complex geometric design and high 
requirement of mechanical property for the TMG materials in compar
ison with other TMGs [16]. 

Fig. 1(f,g) shows the working principle of the TMG during the (d) 
heating and (e) cooling processes, respectively. The ice water (~273 K) 
and boiled water (~373 K) are pumped from the storage barrels and 
controlled to alternatively flow through the sample cabin with a flow 
rate of 0.05 L/s. Each heating/cooling time is 30 s. The water temper
ature in the sample cabin becomes to be ~ 288 K (cold end) and ~ 353 K 
(hot end) after flowing through the pump and pipes. This working 
temperature range (288 ~ 353 K) of present TMG is suitable for the low- 
grade waste heat recovery. As shown in Fig. 1(f), the boiled water flows 
through the sample cabin and heats the TMG material to above its TC, 
which leads to the magnetic transition of TMG material from ferro
magnetic (FM) state to paramagnetic (PM) state, and then causes the 
reduction of magnetic flux in the coil, thus inducing a current in the coil. 

On the contrary, the TMG material would transform from PM back to FM 
state when the ice water flows through, which then results in an inverse 
induced current (Fig. 1(g)). Consequently, the TMG could continuously 
convert the low-grade waste heat into alternating current by cycling the 
heating and cooling processes. The experimentally induced I was 
measured in the short-circuit mode by using a data collection system 
(RIGOL M300). 

According to the Faraday’s law, the induced electrodynamic poten
tial (U) is determined by the change rate of magnetic flux (dΦ/dt) in a N 
turns of coil [18,34]. 

U = − N
dΦ
dt

(1) 

Then, the induced current I can be obtained as follows, 

I =
U
R
= −

NS
R

dB
dt

= −
NS
R

dB
dT

dT
dt

(2)  

where R is the resistance of coil, S is the cross-section area of coil, and t is 
time. dB/dt is the change rate of magnetic flux density with time. dB/dT 
is the change rate of magnetic flux density with temperature. dT/dt is the 
temperature change rate with time. The first term NS/R is related to the 
TMG device, while the terms of dB/dT and dT/dt are related to the 
properties of TMG materials. 

2.2. Material preparation and characterization 

Gadolinium (Gd) metal has been considered as the benchmark ma
terial for MCE, and has also been used as a typical working material in 
many TMGs [35–37]. Thus, Gd is used as the working material in present 
active TMG. The Gd metal (>99.95 wt%) was purchased from a com
mercial vendor and then cut into cylindrical pieces of Φ10 × 5 mm by 
wire-cutting. The magnetization M and specific heat CP were measured 
using a cryogen-free, cryocooler-based physical property measurement 
system (VersaLab) from Quantum Design Inc. The density of sample was 
measured by Archimedes method. 

Fig. 2(a) shows the temperature dependences of zero-field-cooling 
(ZFC) and field-cooling (FC) magnetization (M) under 1 T for Gd 
metal. The Gd experiences a magnetic transition from FM to PM state 
around TC = 292 K, defined as the peak value of the change rate of 
magnetization with temperature dM/dT (inset of Fig. 2(a)). This TC is 
within the working temperature range (288 ~ 353 K) of our active TMG. 
According to Eq. (2), the induced current I is proportional to dB/dT, and 
thus the I is also proportional to dM/dT since B ∝ M. Therefore, the 
larger dM/dT at TC would be beneficial to obtaining higher induced I 

Fig. 1. The experimental setup of the active 
TMG in present study. (a). The photo of the 
home-built active TMG. (b). A 3D printed 
sample cabin is placed in the center of a 
hollow cylindrical Halbach permanent mag
net which provides a radial magnetic field of 
~ 1 T. (c, d) The photo and schematic dia
gram of the sample cabin, and the TMG 
sample is placed behind a fence in the sample 
cabin. (e) Side of the sample cabin. The 
copper coil with N = 300 turns is wound 
around the sample cabin. Working principle 
of the TMG during the (f) heating and (g) 
cooling processes, respectively.   
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value. Moreover, no thermal hysteresis is observed between the ZFC and 
FC curves, corresponding to the typical second-order magnetic transi
tion. This perfectly reversible magnetic transition is favorable for 
practical application since it would not cause the discrepancy of working 
temperatures during the heating and cooling processes. In addition to 
dM/dT, the dT/dt also affects the I value according to Eq. (2). Generally, 
a large dT/dt is expected in the materials with small specific heat ca
pacity (CP) and large thermal conductivity (λ). Fig. 2(b) shows the 
temperature dependence of CP in zero field for Gd. The CP reaches the 
peak of ~ 276.3 J/kg K at TC, and then decreases gradually with the 
increase of temperature. The CP of Gd metal is lower than those of other 
typical room temperature MCE materials, such as La(Fe, Si)13-based 
alloys [38–40] and NiMn-based Heusler alloys [41,42]. Besides, the λ of 
Gd increases from ~ 9.4 W/m K near 288 K to ~ 12.2 W/m K near 353 K 
[43], which is significantly higher than those of other typical MCE 
materials, such as La(Fe, Si)13-based alloys [40,43], Gd5(Si, Ge)4 alloys 
[44], and MnAs [44]. This low CP and high λ of Gd metal are favorable to 
acquiring high TMG performance. 

3. Numerical simulation 

3.1. Numerical model 

A 3D numerical model was developed based on the experimental 
geometry (Fig. 1(a)) using COMSOL Multiphysics software to investigate 
the active TMG. The relevant parameters of TMG used in the numerical 
model are listed in Table 1. We used the heat transfer module and 
magnetic field module to simulate the temperature change of the TMG 
material and the induced current generated by the TMG. The simulated 
current was compared with the measured current to verify the accuracy 

of the model. Then the effects of different key devices (sample cabin size, 
system temperature range, and cycle period) and material parameters 
(thermal conductivity, and specific heat capacity) on the TMG perfor
mance are analyzed systematically by the numerical model. 

3.2. Governing equations 

The key of numerical simulation is to solve the governing equation. 
The numerical model includes heat transfer module and magnetic field 
module, so the corresponding governing equations need to be solved to 
obtain numerical results.  

(1) Heat transfer equation 

The heat diffusion equation was used to describe the heat transfer in 
solids, which is given as [21]: 

ρCP
∂T
∂t

− ∇⋅(λ∇T) = Q (3)  

where ρ, CP, λ, and T are density, specific heat capacity, thermal con
ductivity, and temperature, respectively. Q represents the heat absorbed 
or released by the TMG material in contact with the fluid.  

(2) Magnetic field equation 

The governing equation describing the magnetic field is expressed as: 

∇× E = −
∂B
∂t

(4)  

where E, B, and t are electrical field, magnetic flux density, and time, 
respectively. 

The temperature curve of Gd metal with time was obtained by 
solving the heat transfer equation, and the E of the TMG was obtained by 
combining the M− T curve (Fig. 2(a)) and solving the above magnetic 
field equation. Then, the induced current of TMG can be obtained by Eq. 
(2). 

3.3. Boundary conditions and initial conditions 

Fig. 3(a) presents the numerical simulation model of the TMG. In the 
numerical model, the TMG is surrounded by an air domain. A magnetic 
insulation boundary condition is applied to the edge of the air domain. It 
represents the boundary where the tangential magnetic field vanishes to 
zero and can be expressed as: 

n × H = 0 (5)  

where n and H represent the normal vector and magnetic field strength 

Fig. 2. (a) Temperature dependences of ZFC and FC magnetization under 1 T for Gd metal. The inset shows the corresponding dM/dT-T curve derived from the M− T 
curves. (b) Temperature dependence of CP in zero field for Gd. 

Table 1 
The relevant parameters of TMG used in the numerical model.  

Model parameters Symbol Value 

device parameters 
system temperature ranges Tcold ~ Thot 288 ~ 353 K 
flow rate – 0.5 L/s 
number of turns N 300 
total resistance R 15 Ω 
sample mass m 6.2 g 
cycle period – 60 s 
properties of Gd 
magnetic property M Fig. 2(a) 
thermal conductivity λ Ref. [43] 
specific heat capacity CP Fig. 2(b) 
density ρ 7610 kg/m 
magnetic properties of NdFeB 
coercivity HcB 1036 kA/m 
relative permeability μr 1.056  
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of the boundary, respectively. 
For the heat transfer module, the cold side temperature is 288 K and 

the hot side temperature is 353 K. The initial value for all the domain 
temperatures is considered as the ambient temperature of 293.15 K 
except the hot and cold ends. Meanwhile, the boundary conditions for 
the regions in the TMG are set as thermal insulation except the sample. 
This boundary condition means that there is no heat flux across the 
boundary. 

3.4. Mesh independence test 

To ensure the accuracy of the numerical model and minimize the 
computation time, mesh-independent tests were performed using free 
tetrahedral mesh elements. Extra-coarse (8754 mesh elements), coarser 
(12968 mesh elements), coarse (21377 mesh elements), normal (27477 
mesh elements), fine (45198 mesh elements), and finer (118178 mesh 
elements) were tested. Fig. 3(b) shows the simulated induced current of 
the TMG as a function of the mesh elements. The induced current of the 

TMG reaches saturation when the number of mesh elements reaches 
45198. Therefore, we selected fine mesh elements for the subsequent 
simulation, because it would ensure the calculation accuracy and also 
reduce the computing resources and computing time as much as 
possible. 

4. Results and discussion 

4.1. Performance of the TMG 

Fig. 4(a) shows the induced current I generated by the TMG during 
the heating and cooling cycles. A positive I peak of 28.8 μA is obtained 
during the heating cycle due to the FM-PM magnetic transition, while a 
negative I peak of − 12.2 μA is generated during the cooling cycle due to 
the reverse magnetic transition. It is noted that the I during heating is 
much higher than the one during cooling. In order to understand the 
difference of I values during the cycles, the finite element method with 
COMSOL simulation is used based on the experimental parameters 

Fig. 3. (a) The numerical simulation model of the TMG. (b) Simulated induced current of the TMG as a function of the number of mesh elements.  

Fig. 4. (a) Induced current I generated by the TMG during the heating and cooling cycles. (b) Simulated sample temperature as a function of time. The inset shows 
the corresponding dT/dt-t curve derived from the T-t curves. (c) Time dependence of simulated magnetic flux density B during one cycle. The inset shows the 
corresponding dB/dt-t curve derived from the B-t curves. (d) Comparison of experimental and simulated I-t curves during one heating and cooling cycle. 
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(Table 1). Fig. 4(b) shows the simulated sample temperature as a func
tion of time. The sample temperature increases significantly from 288 K 
to ~ 353 K within the first 6 s due to the large temperature difference 
between the sample and heating medium, and then it remains constant 
until the cooling cycle. Similarly, the sample temperature drops sharply 
at the beginning of cooling and then becomes constant during the rest of 
cooling process. The inset of Fig. 4(b) shows the temperature change 
rate with time curves. The maximum temperature change rate with time 
dT/dt appears at the first 3 s during both heating and cooling processes. 
This fact reveals that the magnetic transformation would be completed 
in the first few seconds, and so the cycle period could be shortened to 
improve the TMG performance. Furthermore, the time dependence of 
magnetic flux density B is simulated based on the T-t curves and is shown 
in Fig. 4(c). The B also changes largely at the beginning of each heating/ 
cooling cycle due to the thermal-induced magnetic transition. The cor
responding magnetic flux density change rate with time dB/dt is ob
tained as shown in the inset of Fig. 4(c). It is seen that the maximum dB/ 
dt during the heating is − 0.1 T/s, much higher than the dB/dt of 0.05 T/ 
s during the cooling. Since the TC of Gd (292 K) is close to the cold end 
temperature (288 K), the magnetic transition would occur earlier during 
the heating process than that during the cooling, which then leads to a 
higher dB/dt during the heating due to the faster temperature change 
dT/dt at the beginning of each cycle. This higher dB/dt causes the larger I 
during the heating than the I during the cooling according to the I ∝ dB/ 
dt. The simulated I is obtained based on the B-t curve according to the 
Faraday’s law, and Fig. 4(d) compares the simulated I-t curve with the 
experimental result during the first cycle. The simulation shows a similar 
I-t profile with the experimental curve, but the peak value is higher than 
the experimental one. The mean difference between the simulation and 
experimental results is estimated to be 13.5 μA with a standard deviation 
of 3.8 μA. This discrepancy between experimental and simulation results 
is likely due to the lower experimental dT/dt, which is caused by the 
following reasons: 1) the imperfect thermal conduction between the 
sample and the heating/cooling water in the experiment, 2) the large 
temperature gradient from the surface to the center of the bulk sample, 
and 3) the presence of residual heat in the sample cabin during the cycle. 
Moreover, with the increase of cycling, above reasons would make the 
sample temperature not be able to return to the initial temperature, and 
so the narrower working temperature range would result in the further 
reduction of temperature rate. Thus, the I value decreases gradually with 
increasing cycles, as shown in Fig. 4(a). It should be pointed out that, 
although there is a discrepancy between the simulation and experi
mental results, both simulation and experimental results exhibit the 
similar trends with the variation of key parameters in the following 
study. 

In addition to induced current I, the output power P and power 
density Pd are also important indicators that reflect the performance of 
the TMG. Based on the I-t curve, the instantaneous maximum output 
power Pmax and average power Pavg of the TMG can be obtained using 

Pmax = I2
max⋅R (6)  

Pavg =
1

tcycle
⋅
∫ t + tcycle

t
I(t)2⋅Rdt (7)  

where Imax is the maximum I in a cycle, R is the resistance of coil (15 O), t 
is the time, and tcycle is the time required for one cycle. The Pmax and Pavg 
are calculated to be 8.3 nW and 0.4 nW, respectively. The corresponding 
power density Pd is calculated by dividing the output power by the 
volume of the sample and the temperature difference between cold end 
and hot end. The maximum Pd and average Pd are 0.16 mW/m3 K and 
0.01 mW/m3 K, respectively. This power density is much lower than 
those of other reported TMGs (W/m3 K), and so it indicates that the 
present TMG needs to be further optimized to improve the performance. 

4.2. Effects of key parameters 

Although the present TMG fits well with the low-grade waste heat 
recovery, the above result reveals that its performance is still very low 
and has a large potential to be improved. Some key device and sample 
parameters have a significant influence on the TMG performance. Thus, 
the effect of some key parameters, including sample cabin size, system 
temperature range, cycle period, thermal conductivity, and specific heat 
capacity (listed in Table 1), has been studied systematically based on the 
finite element simulation to improve the TMG performance.  

(1) Sample cabin size 

It is well known that B = Φ/S, where Φ is magnetic flux and S is the 
area enclosed by the coil. When the Φ is fixed, the smaller the S is, the 
higher the B is. Thus, the smaller cabin size means a smaller S, which 
would be desirable to higher TMG performance. In order to study how 
strongly the cabin size affects the TMG performance, the height of 
sample cabin is tuned and the corresponding simulated I-t curves are 
obtained as shown in Fig. 5(a). The I during both heating and cooling 
processes increases remarkably with the reduction of the sample cabin 
height. But the I during the heating is more sensitive than the one during 
the cooling to the change of cabin size. According to I ∝ (dB/dT)(dT/dt), 
the reduction of cabin size would increase the dB, thus leading to the 
enhancement of I. In addition, since the magnetic transition occurs 
earlier during the heating process than that during the cooling, the dT/dt 
around TC during the heating is higher than that during the cooling, 
which results in a larger variation of I. Fig. 5(b) plots the peak I value 
and the decrease ratio of area S as a function of the sample cabin height. 
It is seen that the variation of I is in a good agreement with the variation 
of S, confirming that the reduction of cabin size improves the TMG 
performance. Moreover, the decrease ratio of S becomes higher with the 
decrease of the sample cabin height, resulting in the larger enhancement 
of I. This fact suggests that the TMG performance would be more sen
sitive to the cabin size at the small scale.  

(2) System temperature range (Tcold-Thot) 

In our previous work, system temperature range (Tcold-Thot) has been 
revealed to affect the TMG performance largely [33]. Fig. 6 shows the 
(a) experimental and (b) simulated induction current I at same Thot =

353 K but different Tcold. Although the experimental I values are lower 
than the simulated ones, both results show the similar trends with the 
variation of Tcold. The I increases remarkably with the decrease of Tcold 
during both heating and cooling processes. Fig. 6(c) shows the simulated 
T-t curves of Gd at same Thot = 353 K but different Tcold. As the Tcold 
decreases, the system temperature range expands towards the lower 
temperature range, thus making the temperature of Gd vary more 
rapidly. As shown in the inset of Fig. 6(c), the temperature change rate 
dT/dt of Gd increases with the reduction of Tcold. Furthermore, Fig. 6(d) 
shows the corresponding B-t curves at same Thot = 353 K but different 
Tcold. Due to the faster temperature variation, the magnetic flux density 
B drops more sharply with the decrease of Tcold. Moreover, the change in 
magnetic flux density ΔB increases significantly with the decrease of 
Tcold. This is because the lower Tcold would strengthen the FM state of 
Gd, resulting in the larger ΔB between Thot and Tcold. Therefore, the B 
varies not only more rapidly but also more largely by lowering the Tcold, 
leading to an increase of dB/dt correspondingly (inset of Fig. 6(d)). 
Consequently, the I increases with the decrease of Tcold according to the 
I ∝ dB/dt. 

On the other hand, Fig. 6(e) and 6(f) show the experimental and 
simulated induction current I at same Tcold = 288 K but different Thot. 
The experimental and simulated I values also show the similar trends 
with the variation of Tcold, that is, the I increases with the increase of Thot 
during the heating process. But the enhancement is not as large as that 
with the variation of Tcold. Meanwhile, the I during the cooling process 
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remains constant with the increase of Thot. Fig. 6(g) shows the simulated 
T-t curves of Gd at same Tcold = 288 K but different Thot. Similar to Fig. 6 
(c), the temperature of Gd varies more rapidly with the system tem
perature range expanding towards the higher temperature range. The 
maximum dT/dt of Gd increases with the increase of Thot as shown in the 
inset of Fig. 6(g). Fig. 6(h) shows the corresponding B-t curves at same 
Tcold = 288 K but different Thot. Since the initial Thot is much higher than 
TC = 292 K, the Gd at Thot is already in PM state and the M and B are very 
low. Then, the further increase of Thot could not result in a larger 
reduction of B. As shown in the inset of Fig. 6(h), the maximum dB/dt 
during the heating increases slightly while the one during the cooling 
remains constant with the increase of Thot, which corresponds to the 
behavior of I value. Considering that dB/dt = (dB/dT)(dT/dt), the dB/dT 
would not be affected by the change of Thot, and so the dB/dt would be 
determined by dT/dt. It is seen from Fig. 6(g) that the dT/dt at TC during 
the heating increases gradually while the one during the cooling remains 
almost same, thus leading to the increase of dB/dt during the heating 
while constant dB/dt during the cooling. 

Fig. 6(i) plots the simulated peak I value as a function of Thot and 
Tcold. The maximum peak I can be obtained at the lowest Tcold and 
highest Thot. On the contrary, the minimum peak I is obtained at the 

highest Tcold and lowest Thot. This fact reveals that the larger system 
temperature range is favorable to the improvement of TMG perfor
mance. In addition, when the temperature difference is fixed at 65 K, 
peak I increases with the system temperature range shifting from the 
high temperature-range (296 ~ 361 K) to the low-temperature range 
(276 ~ 341 K). Considering that I ∝ (dB/dT)(dT/dt), the largest I can be 
obtained when both dB/dT and dT/dt reach the highest values. Gener
ally, the highest dB/dT is reached at TC. Then, the largest I would be 
achieved if the maximum dT/dt is also obtained at TC. Fig. 6(j) shows the 
temperature corresponding to the maximum dT/dt as a function of sys
tem temperature range. It is found that the temperature corresponding 
to the maximum dT/dt reduces and gradually approaches the TC of Gd 
with the system temperature range shifting towards lower temperatures, 
thus leading to the increase of peak I value. Consequently, large system 
temperature range with the maximum dT/dt occurring around TC is 
favorable to the improvement of TMG performance.  

(3) Cycle period 

As mentioned above, the magnetic transition would be completed in 
the first few seconds, and so the TMG performance could be improved by 

Fig. 5. Effect of different sample cabin sizes on the performance of the TMG. (a) The simulated I-t curves with different sample cabin sizes. The inset shows a 
schematic diagram of the sample cabin height. (b) The peak I value and the decrease ratio of area S as a function of the sample cabin height. 

Fig. 6. (a) Experimental I-t curves, (b) Simulated I-t curves, (c) Simulated T-t curves, and (d) Simulated B-t curves of Gd at same Thot = 353 K but different Tcold. (e) 
Experimental I-t curves, (f) Simulated I-t curves, (g) Simulated T-t curves, and (h) Simulated B-t curves of Gd at same Tcold = 288 K but different Thot. The insets show 
the corresponding dT/dt-t and dB/dt-t curves. (i) The simulated peak I value as a function of Thot and Tcold. (j) The temperature corresponding to the maximum dT/dt 
as a function of system temperature range. 
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shortening the cycle period. Fig. 7 shows the (a) experimental and (b) 
simulated I–t curves under different cycle periods. Due to the imperfect 
thermal conduction, the experimental results show relatively unstable 
and lower values than the simulated results, but both results still show 
similar trends with the change of cycle period. The I value remains 
nearly same for all cycle periods except the shortest cycle of 5 s. It is seen 
that the I peak is completed within the first 6 s of each heat transfer 
process, and then followed by a stable baseline. However, the I peak is 
not finished when the cycle period is 5 s, implying the incomplete 
magnetic transition. Fig. 8 shows the simulated T-t curves under 
different cycle periods. It is seen that Thot of Gd only reaches ~ 342.2 K 
and the Tcold cannot return to the initial temperature when the cycle 
period is 5 s. This result indicates that the cycle period of 5 s is too short 
to reach a stable temperature equilibrium between Gd and the heating/ 
cooling fluid, causing the incomplete magnetic transition. When the 
cycle period is larger than 5 s, both Thot and Tcold reach the maximum, 
and a temperature platform appears gradually, indicating the stable 
temperature equilibrium. Based on the I-t curves, the average power 
density Pd under different cycle periods can be obtained by Eq. (7). 

Fig. 9 displays the simulated peak I and average Pd as a function of 
cycle period. The peak I increases significantly when the cycle period 
increases higher than 5 s, and then remains stable around 39.3 μA with 
further increasing cycle period, proving that the magnetic transition can 
be completed within the first 6 s. Besides, the average Pd increases 
largely with the reduction of cycle period because more I peaks can be 
obtained. But it drops slightly when cycle period is 5 s, which is due to 
the decrease of I. Consequently, above results indicate that the cycle 

period could be shortened to be not less than 6 s to obtain more I peaks 
and high average Pd.  

(4) Thermal conductivity 

As mentioned above, large λ and small CP are desired to obtain large 
dT/dt. The λ could be adjusted by composition regulation, adding high λ 
phase, or introducing porosity. Here, we define the thermal conductivity 
ratio asλ0 = λsim/λexp, where λsim is the input thermal conductivity in the 
simulation model and λexp is the experimental thermal conductivity of 
Gd. Fig. 10(a) shows the simulated I–t curves with different λ0. The 
maximum I increases gradually from 32.8 μA at λ0 = 0.3 to 40.8 μA at λ0 
= 2, and then the I does not increase distinctly with the further increase 
of λ0. Fig. 10(b) shows the simulated T–t curves with different λ0. The 
temperature of Gd changes faster with the increase of λ0, and the time 
between the Tcold and Thot reduces from 6.6 s to 5.9 s with the 
λ0 increasing from 0.3 to 2. With the further increase of λ0, the T–t curves 
remain almost unchanged, suggesting that the temperature change rate 
reaches the maximum limit when λ0 > 2, as shown in the inset of Fig. 10 
(b). Fig. 10(c) shows the corresponding simulated B–t curves with 
different λ0. The B changes faster with the increase of thermal conduc
tivity, and the dB/dt also reaches the maximum limit when λ0 > 2 as 
shown in the inset of Fig. 10(c), which results in the stable I values. This 
result suggests that the increase of thermal conductivity has a limited 
effect on the improvement of TMG performance.  

(5) Specific heat capacity 

Fig. 7. (a) Experimental and (b) Simulated I–t curves under different cycle periods of 5 s, 10 s, 15 s, 20 s, 30 s, and 60 s, respectively.  
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Similarly, we define the specific heat capacity ratio asC0 =

CPsim/CPexp, where CPsim is the input specific heat capacity in the 
simulation model and CPexp is the experimental specific heat capacity of 
Gd. Fig. 11(a) shows the simulated I–t curves with different C0. The I 

increases gradually with the C0 decreasing from 5 to 1, proving that the 
lower CP is favorable to the high TMG performance. With the further 
reduction of C0, the I also does not increase largely, reaching the 
maximum limit. Fig. 11(b) shows the simulated T–t curves with different 

Fig. 8. Simulated T–t curves under different cycle periods of 5 s, 10 s, 15 s, 20 s, 30 s, and 60 s, respectively.  

Fig. 9. The simulated peak I and average power density Pd as a function of cycle period.  

Fig. 10. (a) Simulated I-t curves, (b) T-t curves, and (c) B-t curves of Gd with different thermal conductivity ratio λ0. The insets show the corresponding dT/dt-t and 
dB/dt-t curves. 
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C0. The lower CP results in the faster temperature change, and so the 
temperature of Gd changes faster and the time between the Tcold and Thot 
reduces from 7.7 s to 6 s when C0 decreases from 5 to 1. The T–t curves 
do not change much with the further decrease of C0, and the dT/dt 
reaches the maximum limit when C0 < 1, as shown in the inset of Fig. 11 
(b). Correspondingly, Fig. 11(c) shows the simulated B–t curves with 
different C0. The B changes faster with the reduction of C0, and so the 
dB/dt increases and reaches the maximum limit when C0 < 1, as shown 
in the inset of Fig. 11(c). Thus, this behavior of dB/dt corresponds to the 
behavior of I value. This result indicates that the decrease of specific 
heat capacity has a similar effect as the increase of thermal conductivity, 
which is beneficial to the improvement of TMG performance but has a 
limited effect. 

4.3. Optimization of TMG performance 

Based on above study, we further investigate how strongly the 
different parameters affect the TMG performance. Fig. 12 summarizes 
the change rate of peak I value as a function of the change rate of 
different parameters. It is found that the change of cabin size has a 
strong impact on the I, e.g., a 100 % change rate of cabin size could 
enhance the change rate of peak I by more than 20 %. Thus, the lowest 
height of sample cabin of 20 mm is chosen as the optimized cabin size 
parameter. The expansion of system temperature range also improves 
the TMG performance largely. Therefore, the optimized system tem
perature range is chosen to be 276 ~ 361 K based on Fig. 6. The peak I 
remains nearly unchanged by shortening the cycle period until<10 s, 
and so the cycle period of 10 s is chosen to obtain more I peaks and 

higher Pd. For λ, a 100 % change rate of λ could increase the change rate 
of peak I by ~ 15 % at first, and then improvement reduces gradually 
and reaches the saturation with the further increase of λ. In addition, the 
reduction of CP improves the I significantly, e.g., a 10 % reduction rate of 
CP could enhance the change rate of peak I by more than 4 %. However, 
it is found from the inset of Fig. 12 that the improvement reduces to 
saturation when the change rate reaches 100 %. Consequently, the 
above result demonstrates that the TMG performance is influenced 
largely by both device and material parameters, especially the cabin size 
and CP. Since it is much easier to change the device parameters than the 
material parameters, we keep the parameters of Gd unchanged and use 
the optimized device parameters (listed in Table 2) to compare the TMG 
performance before and after the optimization. 

Fig. 13 compares the I-t before and after optimization. In comparison 
with the experimental result before optimization, the simulation result 
indicates that the positive I peak during the heating increases signifi
cantly from 28.8 μA to 136.1 μA, and the negative I peak during the 
cooling increases from − 12.2 μA to − 65.0 μA after the optimization. In 
addition, more I peaks are obtained by shortening the cycle period. The 
Pmax and Pavg are calculated to be 185.2 nW and 20.5 nW, respectively. 
The corresponding maximum power density Pd and average Pd are 3.6 
mW/m3 K and 0.4 mW/m3 K, respectively, which are one order of 
magnitude higher than the values before optimization (0.16 mW/m3 K 
and 0.01 mW/m3 K). This result proves the remarkable improvement of 
TMG performance by optimizing the key device parameters. This 
improved TMG performance is even three orders of magnitude higher 
than those of other reported TMGs, such as the passive TMG using Gd 
(maximum Pd = 1.1 mW/m3 K and average Pd = 3.1 × 10-3 mW/m3 K) 
[28], the active TMG using Ni45Co5Mn40Sn10 bulk (maximum Pd = 5 ×
10-3 mW/m3 K) [22], and the active TMG using Gd sheet (maximum Pd 
= 0.16 mW/m3 K) [32]. 

5. Conclusions 

In conclusion, an active TMG using Gd metal has been successfully 
built to convert the low-grade waste heat into electrical energy. Positive 
and negative currents I are induced alternatively by the TMG due to the 
reversible thermal-induced FM-PM magnetic transition. The dT/dt 
around TC during the heating is larger than the one during the cooling, 
thus leading to the higher I during the heating according to I ∝ (dB/dT) 
(dT/dt). Furthermore, the influences of different key device and material 
parameters on the TMG performance are investigated systematically by 
the finite element simulation. It demonstrates that the TMG performance 
is influenced largely by both device and material parameters, especially 

Fig. 11. (a) Simulated I-t curves, (b) T-t curves, and (c) B-t curves of Gd with different specific heat capacity ratio C0. The insets show the corresponding dT/dt-t and 
dB/dt-t curves. 

Fig. 12. The change rate of peak I value as a function of the change rate of 
different parameters. The inset shows a partial enlargement of the specific heat 
capacity curve. 

Table 2 
The comparison of key device parameters before and after optimization.   

Non-optimization Optimization 

Sample cabin size 145 mm 20 mm 
System temperature range 288 ~ 353 K 276 ~ 361 K 
Cycle period 60 s 10 s  
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the cabin size and CP. Based on that, we optimized the key device pa
rameters in the simulation, i.e., the sample cabin size is shortened from 
145 mm to 20 mm, the system temperature range is expanded from 288 
~ 353 K to 276 ~ 361 K, and the cycle period is reduced from 60 s to 10 
s. In comparison with the non-optimized experimental peak I of 28.8 μA, 
the simulated peak I increases largely to 136.1 μA after the optimization. 
Moreover, the maximum Pd and average Pd increase by one order of 
magnitude from 0.16 mW/m3 K and 0.01 mW/m3 K to 3.6 mW/m3 K and 
0.4 mW/m3 K, respectively. This improved TMG performance is also 
much higher than those of other reported TMGs. Consequently, this 
work provides a feasible way to improve the TMG performance effi
ciently, which would greatly promote the application of TMG technol
ogy for the low-grade waste heat recovery. 
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